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Electrostatic Debye layer formed at a plasma-liquid interface
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We construct an analytic model for the electrostatic Debye layer formed at a plasma-liquid interface by
combining the Gouy-Chapman theory for the liquid with a simple parabolic band model for the plasma sheath.
The model predicts a nonlinear scaling between the plasma current density and the solution ionic strength,
and we confirmed this behavior with measurements using a liquid-anode plasma. Plots of the measured current
density as a function of ionic strength collapse the data and curve fits yield a plasma electron density of
∼1019 m−3 and an electric field of ∼104 V/m on the liquid side of the interface. Because our theory is based
firmly on fundamental physics, we believe it can be widely applied to many emerging technologies involving
the interaction of low-temperature, nonequilibrium plasma with aqueous media, including plasma medicine and
various plasma chemical synthesis techniques.
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I. INTRODUCTION

The electrostatic double layer or Debye layer is a uni-
versal phenomenon that occurs at material interfaces. Many
mathematical models have been created to describe this
phenomenon at various material interfaces including metal-
liquid interfaces [1,2], metal-plasma interfaces [3,4], semicon-
ductor junctions [5,6], and ion-selective membranes [7]. These
models have been critical to developing much of our modern
technology, and devices such as transistors and batteries would
not exist without a firm theoretical understanding of the
electrostatic Debye layers involved.

To date, there has been very little theoretical work on
the Debye layer formed at a plasma-liquid interface, even
though interactions between plasmas and aqueous solutions
have been experimentally studied for over two centuries. In
fact, many important scientific milestones have come as a
direct result of these experiments including the repudiation of
phlogiston theory [8], the discovery of argon [9], the discovery
of ozone [10], and the production of synthetic fertilizers [11].
Plasma-water systems have even been used to simulate the
conditions in Earth’s primordial oceans, providing insight into
the very origin of life itself [12].

Modern methods for producing low-temperature, nonequi-
librium plasma at atmospheric pressures in contact with liquids
have found many practical applications. For example, the free
radicals and UV light they produce can be used to sanitize
wastewater [13], treat chronic ulcers [14], and even offer
a promising alternative to radiation treatment for various
cancers [15]. Several authors have stressed the importance of
interfacial electrostatics in these applications. For example, it
has been postulated that rate constants in the liquid phase may
be altered by a strong electric field [13]. Strong electric fields
are also known to induce many biological effects including
electroporation [16] and even cause lysing [17]. It has been
shown that intense electric fields can kill cancer cells [18], and
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multiple papers have suggested this as a key mechanism in
plasma medicine [19,20].

The electrostatics of any plasma-solution interface should
be dictated by the formation of an interfacial Debye layer,
where an excess of ions or electrons on the plasma side
of the interface is balanced by solvated ions of opposite
charge on the liquid side. Despite the rich body of literature
on plasma-solution interactions and the universal success
of Debye theory for describing most other interfaces, there
is currently no working model to describe the electrostatic
Debye layer formed at a plasma-solution interface. In this
work, we present a simple analytic theory describing the
most essential features of the Debye layer formed at the
plasma-solution interface of a liquid-anode dc glow discharge
and experimentally validate it by measuring the current density
as a function of solution ionic strength. Most importantly,
our work clearly shows that the electrostatic properties of the
interface are highly dependent on the bulk solution chemistry,
and specifically the ionic strength.

II. THEORETICAL MODEL

The general framework for our model is a plasma-liquid
system where the plasma side is biased negatively relative to
the liquid, and the liquid consists of an aqueous solution of an
inert salt such as sodium perchlorate (NaClO4) or magnesium
sulfate (MgSO4). On the plasma side of the interface, there is a
sheath—commonly called an anode fall or anode sheath—that
consists almost entirely of electrons diffusing and drifting from
the quasineutral bulk plasma region. The coordinate system is
defined such that this sheath region begins at x = 0 and ends
at x = xp at the solution surface, as shown in Fig. 1. The area
to the left of the anode fall is the quasineutral bulk plasma,
where ion and electron concentrations are equal, and current is
driven by ambipolar diffusion, giving it a slight concentration
gradient.

A. Electrostatics

In a liquid-anode configuration, there will be an excess of
free electrons and a depletion of positive ions in the anode
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FIG. 1. A sketch of the theoretical distribution of (a) charged
species, (b) net space charge, and (c) resultant electrostatic potential
profile plotted as a function of distance normal to the interface.

sheath above the liquid surface. The electrostatic potential in
this anode sheath is governed by Poisson’s equation,

d2φ

dx2
= qnp(x)

ε0
, (1)

where q is the charge of an electron, ε0 is the permittivity
of free space, and np(x) is the free electron density profile.
Expanding np(x) as a Taylor series about x = 0 yields

d2φ

dx2
= q

ε0

[

np0 + n′
p(0)x +

n′′
p(0)x2

2
+ · · ·

]

, (2)

where np0 is the free electron density at the sheath boundary
at x = 0. The first and second derivatives n′

p(0) and n′′
p(0) can

be determined from the drift-diffusion relation

j = qDn′
p(x) + qµE(x)np(x), (3)

where E(x) is the electric field, D is the diffusivity of free
electrons, and µ is the mobility of free electrons in the plasma
phase. Assuming that the electric field approximately goes
to zero in the bulk of the plasma at x = 0, and the current
density j is spatially uniform and entirely carried by electrons

in the anode sheath [21], it follows that n′
p(0) = j/qD.

Differentiating Eq. (3), solving for n′′
p(x) yields, and applying

the Einstein relation D = µVT yields the second derivative
n′′

p(0) = qn2
p0/VT ε0, where VT is the thermal voltage in the

plasma. Substituting these formulas for n′
p(0) and n′′

p(0) and
integrating Eq. (2) yields the electrostatic potential profile

φ(x) = qnp0x
2

2ε0

(
1 + j

3qDnp0
x + qnp0

12VT ε0
x2 + · · ·

)
, (4)

where we have imposed the boundary conditions that the
potential and electric field go to zero in the bulk plasma at
x = 0.

In the limit of small current density j and x less than the

plasma Debye length λp =
√

ε0VT

qnp0
, the electrostatic potential

profile becomes approximately parabolic,

φ(x) = qnp0

2ε0
x2. (5)

Thus the total potential dropped across the anode sheath
VA is related to the sheath length xp by φ(xp) = VA = qnp0

2ε0
x2

p.
This parabolic sheath approximation has been shown to be
over 95% accurate under a variety of plasma conditions [22],
and it is routinely used in the analysis of semiconductor
devices, where it is often referred to as the “parabolic band”
assumption [6].

On the solution side of the interface, there are positive
cations (i.e., Na+ or Mg2+) and negative anions (i.e., ClO4

−

or SO4
2+) with a bulk concentration nL. We will assume

the bulk solution is charge neutral with the applied electric
field drawing an excess of positively charged cations to the
interface, while pushing away the negatively charged anions.
The free energy of hydration of the cations is sufficiently
large that they remain in the solution in static equilibrium
with the electric field. Additionally, there is a column of
negative charge extending down from the interface due to
the injected plasma electrons, which solvate and recombine
to form OH− [23]. Thus the potential profile is governed by
the Poisson-Boltzmann equation,

d2φ

dx2
= zqnL

εw

[
exp

(
zqφ

kBTL

)
− exp

(−zqφ

kBTL

)]
+ qn−

εw

≈ φ

L2
D

+ qn−

εw

, (6)

where z is the integer charge of a given species, εw = 78ε0 is
the permittivity of water, TL is the liquid temperature, and kB

is the Boltzmann constant, LD =
√

εwkBTL

2q2IS
is the Debye length

in the liquid, IS = z2nL is the ionic strength for a symmetric
electrolyte, and n− ≈ 0.5 mM is the interfacial concentration
of solvated electrons (e−)aq, which recombine to form OH−

anions. Note that we have assumed the negative space charge
from (e−)aq/OH− is spatially uniform near the interface—an
assumption that is approximately in agreement with recent
simulations by Gopalakrishnan et al. [24].

Solving Eq. (6) and imposing boundedness as x → ∞
yields

φ(x) = −
(

VLe−(x−xp)
/
LD + kBTl

2qz2

n−

nL

)
, (7)
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where VL is the voltage dropped across the liquid side of
the interface. In the Gouy-Chapman model, this voltage is a
free parameter that must be determined experimentally. For
our model, we will assume this parameter is independent
of ionic strength, similar to the potential of zero charge
(PZC) associated with metallic electrodes [25]. Substituting
Eq. (7) into the Boltzmann equation gives us the distribution
of positive cations and negative anions in the solution,

n±(x) = nL exp
(±zqφ(x)

kBT

)

≈ nL

(
1 ± zqVL

kBT
e−(x−xp)

/
LD

)
± n−

2z
. (8)

As expected, positive cations such as Na+ and Mg2+

will be drawn up to the liquid surface, while negatively
charged anions such as ClO4

− and SO4
2− will be repelled.

Furthermore, the ±n−/2z term shows that the negative space
charge from the (e−)aq/OH− species will be perfectly balanced
by both drawing in cations and repelling anions. Effectively,
this creates a column of basic NaOH or Mg(OH)2 directly
beneath the interface. This phenomenon can be observed
using pH sensitive dye, and crystals of Mg(OH)2 can be seen
precipitating in solutions of MgSO4, as shown in Fig. 4, which
will be discussed further in Sec. III. Recent simulations by
Gopalakrishnan et al. [24] do not show this phenomenon, likely
because their one-dimensional (1D) simulation domain does
not allow for radial drift or diffusion of the salt ions to balance
the negative charge of (e−)aq/OH− species.

To complete the electrostatic model, we apply the matching
condition for the displacement field at the plasma-liquid
interface, ε0EP = εwEL. This step is critical to explaining
observed plasma phenomena, as it will introduce coupling
between the solution chemistry and plasma physics. Applying
this boundary condition to Eqs. (5) and (7) yields

qnp0xp = εwVL

LD

. (9)

Further, we see that the plasma anode sheath length xp and
voltage VA explicitly depend on the bulk salt concentration
in the solution nL. In this way, the chemical properties of
the solution have a substantial impact on the electrostatic
properties of the discharge. Specifically,

xp = VL

np0

√
2εwz2nL

kBTL

, (10)

and

VA = εwV 2
Lqz2nL

ε0np0kBTL

. (11)

These three equations essentially show that the electric
field at the interface increases with salt concentration nL, or
more specifically the ionic strength IS = z2nL. Importantly,
this is consistent with previous studies that have reported that
the current density of the solution anode dc glow discharge
increases with the ionic strength of the solution [23,26].

B. Current density

The current density of the plasma j will depend on the
electrostatics of the interface, which is related to the ionic
strength IS = z2nL as shown in Eqs. (10) and (11). To show
this, we utilize analytic techniques commonly used to calculate
current-voltage relations in solid-state semiconductor devices
to derive an analytic expression for the current density in the
plasma j as a function of ionic strength IS . We first consider
the drift-diffusion relation for the electron current density in
the anode sheath given by Eq. (3). Again, we will assume the
current in the anode sheath is carried entirely by free electrons
and not positive ions—an assumption commonly made when
modeling glow discharges [21]. Applying the Einstein relation
D = µVT , Eq. (3) can be written as

j = qD

(
dnp

dx
− 1

VT

dφ

dx
np

)
, (12)

where VT = kBTp/q is the thermal voltage of the plasma
electrons. Multiplying by the integrating factor exp(−φ/VT ),
we can rewrite Eq. (12) as

j exp
[−φ(x)

VT

]
= qD

d

dx

{
np exp

[−φ(x)
VT

]}
. (13)

Substituting Eq. (5), the parabolic potential of the anode
fall, and integrating both sides of the equation over the domain
[0,xp] yields

j

√
πε0VT

2qnp

erf
(√

qnp0

2ε0VT

xp

)
=qDnp0

{
1−exp

[−φ(xp)
VT

]}
.

(14)

Finally, if we substitute Eqs. (10) and (11) into Eq. (14) and
rearrange, we arrive at an expression for the current density as
a function of ionic strength,

j (IS) = j∞
1 − exp(−κIS)

erf(
√

κIS)
, (15)

where

κ = qεwV 2
L

ε0np0VT kBTL

(16)

is the scale factor for the ionic strength, and

j∞ = D

√
2q3n3

p0

πε0VT

(17)

is the maximum current density allowed by the plasma.
Equation (15) shows that we anticipate a highly nonlinear
scaling of the current density with the ionic strength that also
depends on the properties of the plasma itself, namely, the
plasma density np0 and electron temperature VT .

III. EXPERIMENT

To experimentally test the theoretical model, we measured
the current density of a liquid-anode dc glow discharge in
argon (Ar) gas with solutions of either NaClO4 or MgSO4.
The discharge is formed by suspending a sharpened stainless
steel capillary (180 µm inner diameter) a distance of 1 or 2 mm
above the solution surface. Unlike other similar liquid-anode
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FIG. 2. (a) A schematic of the experimental setup showing the plasma electrochemical cell and camera. Not shown is the microscope and
kinematic mounts used for positioning the cathode above the solution surface. (b) Photographs (100 ms exposure) illustrating how the plasma
visibly contracts with increasing ionic strength at a fixed plasma current of 10 mA. (c) The optical emission intensity profile at the interface for
a 250 mM NaClO4 solution extracted from a digital photograph (25 ms exposure).

discharges, we do not flow gas through the capillary. The gap
distance is measured using a digital microscope (Dino-Lite
USB Microscope) and set using a micrometer. (Images were
calibrated using the known outer diameter of the stainless steel
capillary.) The headspace of the reactor is continuously purged
with argon (Ar) (99.999% UHP T, Airgas) gas at 200 sccm to
eliminate the effects of nitrogen and oxygen chemistry [27]. A
grounded piece of platinum foil is submerged in the solution
to serve as a counter electrode. The discharge is ignited by
applying −2.5 kV dc through a 220-k& ballast resistor to the
cathode, and the power supply (Glassman, PS/EH05N20L) is
operated in a current limited mode at 10 mA. A schematic of
the system is shown in Fig. 2(a). Current-voltage (iV ) curves
measured for the discharge using 200-mM concentrations of
both NaClO4 and MgSO4 and gap distances of 1 and 2 mm are
shown in Fig. 3. These iV curves exhibit negative differential

FIG. 3. Current-voltage relations for the discharge for 200 mM

solutions of NaClO4 and MgSO4 with gap distances of 1 and 2 mm.

resistance, which is characteristic of a dc hollow cathode glow
discharge in Ar [28].

Sodium perchlorate (NaClO4) solutions were prepared by
dissolving an appropriate amount of NaClO4 salt (NaClO4,
ACS reagent, !98.0%, Sigma Aldrich) into de-ionized water
to make batch solutions with concentrations of 20, 200, and
400 mM , which were further diluted to the desired concentra-
tions. Magnesium sulfate (MgSO4) solutions were prepared
by diluting concentrated MgSO4 (2.5 M in H2O, BioUltra,
Sigma Aldrich) to make batch solutions with concentrations
of 25 and 250 mM , which were further diluted to the desired
concentrations. Aliquots of 15 ml of each solution were poured
into a 40 × 40 mm cuvette, which was subsequently sealed and
purged with Ar for at least 5 min to flush out any air before
running the plasma. Figure 4 shows photos of the plasma
cell running with solutions of 200 mM NaClO4 and 200 mM
MgSO4. A pH sensitive dye (pHydrion one-drop indicator, 1.0
to 11.0) has been added to the NaClO4, which turns dark green
under basic conditions. In Fig. 4(a), the dark green column
extending down from the plasma-liquid interface is due to the
formation of NaOH, as predicted by Eq. (8). For the MgSO4
solution shown in Fig. 4(b), a white precipitate of Mg(OH)2
appears in the solution, as also predicted by the analytical
model.

As shown in Fig. 2(b), while holding the current at a
constant value i = 10 mA, the plasma contracts radially as
the salt concentration is increased. Thus the average current
density j in the plasma increases with the salt concentration
nL, as qualitatively predicted by the model. We measured
this effect by photographing the plasma with a Canon EOS
Rebel T3i digital camera and a 100-mm lens using an exposure
time of 25 ms and then analyzed the images by extracting the
optical emission intensity profile at the interface [Fig. 2(a)].
In Fig. 2(c), one can see that the optical emission intensity
profile across the interface appears Gaussian. Assuming the
emission intensity is proportional to current density gives us
the spatially dependent current density,

j (r) = i

πσ 2
p

exp

(
−r2

σ 2
p

)

, (18)
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FIG. 4. A photo of the liquid-anode discharge using (a) 200 mM

NaClO4 solution containing pH sensitive dye, which turns dark green
due to the production of NaOH, and (b) 200 mM MgSO4 solution,
which develops a white precipitate due to the production of Mg(OH)2.

where the discharge radius σp is determined by applying a
Gaussian curve fit to the emission intensity profile with a
constant current of i = 10 mA. The maximum current density
at the center of the discharge is then calculated as

j0 = i

πσ 2
p

. (19)

A similar technique was previously used by Lu et al. to
measure the current density in a liquid electrode ac glow dis-
charge [29]. It should also be noted that others have observed
complex pattern formation in similar liquid-anode discharges
using high-speed photography [26,30]. These patterns obey
the same general trend, where the average radius of the pattern
decreases with increasing ionic strength. Importantly, pattern
formation typically does not occur at dc currents less than
18 mA, so we expect that our discharge is truly uniform given
the low current of 10 mA [26].

FIG. 5. The measured current density is plotted as a function
of ionic strength for monovalent solutions of NaClO4 and divalent
solutions of MgSO4 at gap sizes of (a) 1 mm and (b) 2 mm. Solid
black lines represent a curve fit using Eq. (15).

IV. RESULTS

Figure 5 shows the measured current density j0 plotted
as function of ionic strength for various concentrations of
MgSO4 and NaClO4 with discharge gap distances of 1 and
2 mm. The data points represent the average of at least
three different experiments, and the error bars represent the
repeatability uncertainty at 70% confidence. As the ions in
the two solutions have two different charge states z (e.g., Na+

vs Mg2+), we can distinguish the impact of ionic strength as
opposed to conductivity alone. The measurements agree quite
well with Eq. (15), collapsing the data for the two different
ionic strengths. We attribute the differences between the two
different gap distances to the slight differences in the behavior
of the glow discharge as a function of the gap size [31]. In
particular, the anode sheath density np0 and thermal voltage
of the plasma electrons VT affect the scale factor κ . We can
use the fitting parameters obtained from Fig. 5 to extrapolate
the electron density in the anode sheath region np0. Assuming
an electron temperature VT = 1.2 V [32], liquid temperature
TL = 300 K, and the diffusivity of plasma electron to be
D = 10−3 m2/s in Ar [33], we estimate an electron density
of ∼1019 m−3, as shown in Table I. This is consistent with

053203-5



PAUL RUMBACH, JEAN PIERRE CLARKE, AND DAVID B. GO PHYSICAL REVIEW E 95, 053203 (2017)

TABLE I. Parameters obtained from the best-fit curves in Fig. 5
assuming the plasma electron temperature VT = 1.2 V [32], the liquid
temperature TL = 300 K, and the diffusivity of plasma electrons D =
10−3 m2/s [33].

Anode sheath density, np0 (m−3) Liquid voltage VL (µV)

1 mm 7.5 × 1019 33
2 mm 6.8 × 1019 30

experimentally measured values for similar liquid electrode
dc glow discharges [34]. Note also that the density decreases
with increasing gap distance, as is commonly the case for dc
glow discharges [31].

As previously stated, the voltage drop across the liquid side
of the interface VL is a free parameter in the Gouy-Chapman
model that must be determined experimentally. Our fitting
parameters for Eq. (15) can also be used to determine this
value independently from the plasma electron density. Shown
in Table I, the voltage drop is around 32 µV for both gap
distances. This value may seem small when considering the
large voltages associated with the cathode sheath of the plasma.
However, it is important to note that the free electrons are
hydrophilic, so they will solvate even in the absence of an
electrostatic force. Thus little to no electric field is required
to drive the free electrons into the liquid-anode solution. For
the reversed bias condition—a liquid-cathode discharge—the
electric field on the liquid side is likely quite larger, as more
energy is required to drive the electrons out of the solution and
into the plasma [35].

The extrapolated values of VL shown in Table I can be used
to further estimate the liquid-side electric field at the interface.
To calculate the electric field on the liquid side of the interface,
we simply take the gradient of Eq. (8), yielding

E(x) = − VL

LD

e−(x−xp)
/
LD . (20)

Note that the electric field decays exponentially into
the bulk solution with the liquid Debye length LD as the
characteristic distance. Furthermore, the field at the interface
E0 depends on the Debye length, which means it also depends
on the ionic strength, such that

E0(IS) = −VL

√
2q2IS

εwkBTL

. (21)

Shown in Fig. 6 is the electric field just beneath the liquid
surface, plotted as a function of ionic strength, using the
extrapolated values of VL reported in Table I. Note that the
electric field just above the liquid surface, on the anode fall
side of the interface, will be a factor of 78 greater due to the
dielectric screening of the water. For an ionic strength between
1 and 250 mM , the electric field of ∼104 V/m is fairly weak
compared to electric fields in traditional electrochemistry,
which can be as high as 108 V/m [36].

V. DISCUSSION AND CONCLUSIONS

Our model shows that the electrostatics and charge transport
across the interface are highly dependent on the ionic strength

FIG. 6. The electric field just beneath the liquid surface is plotted
as a function of ionic strength, using the extrapolated voltage drop of
VL = 30 µV and 33 µV across the liquid side of the interface for 1-
and 2-mm gaps, respectively.

of the solution. Under dc conditions, aqueous salt ions
significantly screen the electric field, and the liquid Debye
length is less than 10 nm for IS > 1 mM . Considering the
screening length of the liquid Debye layer, it is apparent that
the electric field has little effect on the bulk environment in the
quasistatic limit of a dc plasma. Joshi et al. suggested that the
interfacial electric field may perturb the rate constants of free
radicals in the liquid phase [13]. Since most of the free radicals
react within 100 nm of the interface, it certainly is possible
that the local electric field may perturb the reaction kinetics
and transport of these species locally near the interface.
However, the electric fields we estimate for our liquid-anode
configuration are rather weak, only ∼104 V/m, which seems
unlikely to perturb any rate coefficients. Additionally, much
of the work on electroporation and electric lysing of cells has
shown that fields of ∼106 V/m [16–18] are required to cause
significant damage to cells, which exceeds our estimated field
by two orders of magnitude. However, these papers avoided
the screening effect of the Debye layer by using short voltage
pulses of ∼1 ns. The time scale required for the Debye layer to
form is τ ∼ εw/σ , where σ is the solution conductivity [37],
and applying high voltages with rise times ∼1 ns exposes the
cells to the field before the Debye layer has time to form.

In our previous work [23], we had measured the optical
absorption spectrum of plasma-injected solvated electrons in
a liquid-anode configuration such as that studied here. We
observed an apparent blueshift of the spectrum relative to the
known spectrum of solvated electrons produced by ionizing
radiation. We hypothesized it was either due to a quantum
mechanical Stark shift of the electrons’ energy states or
weakly bound (e−)aq − Na+ pairs at the interface. However,
the extrapolated electric field in this work is about four orders
of magnitude too low to yield an appreciable Stark shift.
Additionally, Eq. (8) of this work predicts a local concentration
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of Na+ only 1%–2% greater than the bulk, which is not
nearly enough to yield the blueshift due to (e−)aq − Na+ pairs
observed by Bonin et al. [38] Thus the results presented in
this paper negate both of our hypotheses for the blueshift in
Ref. [23], leaving the measured difference in the absorption
spectrum of plasma solvated electrons an open question.

Lastly, this work has focused on a liquid-anode, dc glow
discharge, so it is worth questioning how applicable it is to
other plasma-liquid discharge configurations. For example,
there are dc liquid-cathode discharges [35,39], ac dielectric
barrier discharges [40], pulsed discharges [41,42], and dis-
charges submerged within the liquid [13]. Considering the
universal applicability of the Poisson-Boltzmann equation for
describing such a wide variety of material interfaces, the same
fundamental idea of splicing a plasma sheath to an aqueous
Debye layer should still hold. That is, aqueous salt ions should
arrange themselves in quasistatic equilibrium with the electric
field, and an appropriate matching boundary condition for the
field can be applied to initiate coupling between the liquid
chemistry and plasma discharge. This quasistatic assumption
will, of course, fail when the plasma undergoes temporal
changes that are much faster than the diffusive time scales
of the aqueous ions, τ ∼ εw/σ . Such would be the case in
sonoluminscent discharges [43] or rf discharges [44]. For ac
dielectric barrier discharges, the time scale for the aqueous
Debye layer to form would likely induce a phase shift in
the current-voltage traces. One could potentially analyze this
effect by incorporating the Gouy-Chapman capacitance [25]
in an equivalent circuit model.

Overall, it is important to note the universality of the
Poisson-Boltzmann equation for modeling the electrostatics
of any material interface. We have employed many of the
same mathematical techniques and physical principles that
were once used for calculating current-voltage relationships
in semiconductor devices. Interestingly, Shockley [5] and
others based their original semiconductor models on the
statistical mechanics of plasmas and the Gouy-Chapman
model of liquids. This work has now effectively closed the
loop by finally establishing a model for the Debye layer
at a plasma-liquid interface. We believe that the essential
features of the model should hold for many other types of
plasma-liquid interaction, just as the fundamentals contained
in Shockley’s original work held for a variety of different
semiconductor devices. Most importantly, we have shown that
the ionic strength of the bulk solution has a substantial impact
on the electrostatics of the interface. This is an important
result that should be taken into consideration when conducting
and analyzing experiments and simulations of plasma-liquid
interactions.
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